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Abbreviations

AI	 Artificial intelligence

CCTV	 Closed-circuit television

EMB	 Electoral management body

GDPR	 EU General Data Protection Law

GenAI	 Generative artificial intelligence

LLM	 Large language model

OCR	 Optical character recognition 

OMR	 Optical mark recognition
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EXECUTIVE SUMMARY

As artificial intelligence (AI), including its potential role in influencing 
elections, has become an increasingly important topic, electoral 
management bodies (EMBs) have to develop plans to respond to 
and, in some cases, use AI to maintain free, fair and secure elections. 
AI is a rapidly evolving category of technologies that are largely 
unregulated, and very little research has been conducted so far 
concerning its potential impact on elections.

This Report is aimed at supporting EMBs and other relevant parties 
in developing a broad understanding of the opportunities, challenges 
and legal implications of the use of AI for elections. It has two 
main areas of focus. First, it offers a starting point to examine 
some of the ways in which EMBs may be able to use AI to improve 
the administration of elections; it presents the risks and potential 
mitigation strategies associated with those use cases. Second, it 
covers some of the ways that other, non-EMB actors may use AI to 
impact election processes as well as potential strategies for EMBs 
to respond. It describes some of the regulatory frameworks for AI 
starting to take shape around the world, and explains how they may 
impact the work of EMBs that are considering using, and responding 
to other actors’ use of, AI as a part of the electoral process. 

As EMBs’ use of AI is still nascent, this Report looks at the limited 
examples of, and scholarly work on, the subject and combines 
them with insights from various industries and other academic 
fields to highlight potential areas for AI use in the pre-electoral, 
electoral and post-electoral stages of the electoral cycle, as well as 
the use of generalist generative AI tools, such as ChatGPT, for EMB 
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staffers. These use cases include AI for voter list management, voter 
registration, resource allocation planning, forecasting election costs, 
targeted advertising, campaign monitoring, biometrics and voter 
verification, ballot counting and post-electoral audits. Every case 
raises a series of ethical, human rights and practical concerns, such 
as issues of surveillance, bias, discrimination, accuracy, performance, 
technical capabilities, cybersecurity and public trust. In many of these 
cases, EMBs considering the use of AI may be able to mitigate these 
concerns through careful human oversight, testing and auditing of AI 
systems. 

This Report does not take a stance on whether EMBs should 
consider the use of AI for elections; rather, it offers an introduction 
to the subject for EMBs considering these use cases, as well as 
recommendations for developing clear, transparent and rights-
respecting rules for implementation.

The Report covers the oft-discussed issue of AI use by other political 
actors, including misinformation producers, political campaigns 
and hackers. Although misinformation about elections is not a 
new phenomenon, advances in generative AI exacerbate existing 
problems by increasing the quantity and, in some cases, improving 
the quality of misinformation. Ensuring transparency, engaging 
in interagency cooperation and developing partnerships with the 
providers and disseminators of AI-generated content are potential 
mitigation strategies for this concern. 

Political campaigns are likely to use AI for everything from targeted 
advertising to election forecasting, and EMBs should consider 
how these use cases may require updates to their mandate and 
regulations. AI may also increase the threat of cyberattacks, 
especially through higher-quality phishing attempts, and EMBs should 
consider strengthening existing cybersecurity protocols to defend 
against these advances in capability.

A rapidly developing regulatory environment may also influence the 
role of AI in elections. In this Report we offer a brief introduction to 
a few regulatory approaches to AI, including the European Union’s 
Artificial Intelligence Act—and its focus on high-risk systems—as 
well as the United States’ Artificial Intelligence Executive Order and 
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Brazil’s Superior Electoral Court regulations. In all three cases, these 
regulations impact the ways EMBs may be able to use AI for their 
own work, and they may impact EMBs’ mandates, especially as they 
pertain to monitoring political campaigns. 

While there is still much uncertainty about how EMBs may use AI, 
as well as how other actors’ uses of AI will impact elections, it is 
increasingly important for EMBs to start developing plans to adapt 
to this new technological environment. This Report offers a starting 
point for that work by offering a broad overview of AI for elections, 
including the opportunities, challenges and mitigation strategies 
associated with its use by both EMBs and other relevant actors.

It is increasingly 
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Artificial intelligence (AI) is an increasingly relevant topic for electoral 
management bodies (EMBs) and other organizations involved in 
electoral processes. In general, much of the conversation around 
AI and elections has focused on the role that AI may play in the 
generation and dissemination of misinformation.1 While this is 
an important topic, covered in multiple parts of this Report, the 
potential role and impact of AI on elections is a much broader 
subject, encompassing everything from how EMBs may consider 
implementing AI as a part of electoral processes to the ways that 
other political actors could use AI to influence elections.

To begin to fill in this gap, this Report offers a framework for EMBs 
considering the use and impact of AI for elections and electoral 
management. As AI and elections is a broad, rapidly developing topic, 
this Report highlights potential areas for further exploration for EMBs 
beginning to develop AI strategies for their specific contexts. 

Although research on the topic of AI for electoral management 
is still scant, the primary goal of this Report is to offer EMBs a 
starting point—by drawing on examples from other fields as well 
as looking at existing processes within EMBs—for examining how 
the use of AI may help improve the administration of elections. A 
disproportionate number of examples of EMBs’ current use of AI 
included in this Report come from the United States, which has had 
many opportunities to use AI due to its federalized electoral system, 

1	 As defined by the UNHCR (2022), misinformation is false or inaccurate information 
that is shared, and includes disinformation, which is deliberately sharing 
misinformation, including malicious content such as hoaxes, spear phishing, or 
propaganda.
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often run at a state and county level, as well as the sizeable number 
of AI companies operating in the country.

Advances in AI have created opportunities for EMBs to deploy 
systems with better reasoning as well as analytical and generative 
capabilities with the potential to increase accessibility to, optimize 
logistical planning for, and improve the information environment 
around, elections. These potential benefits come with possible 
negative externalities around cybersecurity, human rights, 
discrimination and other issues.

It is worth noting that this Report is not meant to explicitly 
recommend, or offer implementation instructions for, the use of AI 
by EMBs; rather, it offers a broad introduction for EMBs interested 
in the topic. Another goal of the Report is to provide EMBs with 
a starting point for examining how other actors, such as political 
campaigns and hackers, may use AI to influence the management 
and outcome of elections. Given the proliferation of, and ease-of-
access to, advanced AI tools, EMBs must begin to plan for these uses 
of AI, including the implementation of mitigation strategies and the 
development of regulatory approaches. 

The Report is organized as follows. In Chapter 1 we offer a definition 
of AI and some historical context for its use in elections, and we 
discuss how recent advances in AI motivate this Report. In Chapter 
2 we provide a non-comprehensive list of possible AI use cases 
for EMBs across the electoral cycle, including steps towards 
implementation, concerns associated with the use cases and 
potential mitigations for some of these concerns. In Chapter 3 we 
discuss a distinct but relevant area for EMBs—how other political 
actors may use AI to influence electoral management—and what 
EMBs should begin to prepare for in the short term. Finally, in Chapter 
4, we discuss some of the global and country-specific approaches to 
regulating the use of AI, especially for public bodies, and how these 
regulations may shape EMBs’ use of, and response to, AI.

Advances in AI have 
created opportunities 

for EMBs.
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1.1. DEFINING AI

For this Report, we rely on the widely accepted definition of AI 
systems provided by the Organisation for Economic Co-operation and 
Development (2019):

An AI system is a machine-based system that, for explicit 
or implicit objectives, infers, from the input it receives, 
how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical 
or virtual environments. Different AI systems vary in their 
levels of autonomy and adaptiveness after deployment.

Traditional statistical methods, such as linear regressions and 
probabilistic pattern matching, as well as modern machine learning 
techniques, such as neural networks, are all covered under this 
definition if they are used to develop outputs that could influence 
physical or virtual environments. Based on this definition, we use 
the term AI in this Report to cover a breadth of systems, and we use 
more specific terms to describe underlying technologies. For more 
information on terms, review Annex A: Key terms. 

Chapter 1

SETTING THE SCENE: AI AND 
ELECTIONS 
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1.2. AI ADVANCES AND USE IN ELECTIONS

AI has long been used as a part of electoral management efforts. 
In the USA, for example, the Electronic Registration Information 
Center (ERIC) works with a consortium of states to analyse voter 
registration, motor vehicle and other official records to assist with 
voter roll maintenance. ERIC’s software is machine learning–based, 
offering recommendations to state electoral officials on voters who 
are likely to have been registered twice and on eligible unregistered 
voters (Electronic Registration Information Center 2024). Biometric 
verification systems, in use or under trial in many countries, are often 
examples of AI that use deep learning models to match biometric 
data to existing data sets (Wolf et al. 2017). Signature matching 
tools, also widely used in the USA, are an example of AI (Bender 
2022). Countries using statistical modelling techniques for resource 
allocation, polling site placement, advertising campaigns or election 
results analysis may also be using varying forms of AI.

Although rarely acknowledged as such, AI is not new to elections or 
election administrators. Advances in the development, deployment 
and marketing of AI, however, have increased both the opportunities 
for, and trade-offs from, its use in elections.

The earliest research into what we now consider AI likely began 
sometime in the early to mid-20th century, with the Turing test and 
early conceptions of artificial neural networks. Early progress in AI 
focused mostly on the narrow task of designing so-called expert 
systems, or models trained to mimic human experts in specific 
domains, with many early AI developments concentrating on decision 
making for games. Until recently most progress in AI pertained 
more to these narrower systems, with models operating more 
akin to traditional statistics, taking specific inputs and developing 
interpretable formulas for how they result in outputs, than to the 
abstractions we associate with deep learning approaches.

The current AI era has been driven largely by advances in deep 
learning, including transformer architecture (Vaswani et al. 2017). 
These innovations, alongside the increasing availability of large data 
sets and computational processing power, have made it possible 
for deep learning models to take in large swathes of unstructured 
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data, including text, images and video, and to use those data to train 
generalized models. Advances in transfer learning have enabled 
developers to specialize these larger models for various domains, 
including medicine, science, media and, increasingly, politics. 
Although deep learning approaches have drastically improved 
performance in many tasks, especially in the modelling of languages, 
they often come with the trade-off of a lack of interpretability, owing 
to the levels of abstraction inherent in deep neural networks. Whereas 
traditional regressions offer clear formulas for how inputs are turned 
into outputs, deep neural networks obscure how and why specific 
inputs result in specific outputs. 

It is these more recent advances that motivated this Report and that 
are creating new opportunities and concerns for electoral authorities. 
Large language models (LLMs) offer EMBs and political actors the 
ability to analyse, generate and summarize complex text. Other 
generative AI (GenAI) models offer similar capabilities for other types 
of output, including video, audio and numerical data. Advances in 
techniques such as graph neural networks and boosting and bagging 
methods open up new avenues for the analysis of networks and 
complex data sets. In the following section, we discuss some ways 
EMBs may be able to use AI systems to improve the administration of 
elections. Later, we discuss the ways other actors’ use of AI is likely 
to impact EMBs.

It is worth noting that government agencies and corporations around 
the world are already running trials involving many of these advances 
in AI in various forms, and many countries are in the process of 
establishing guidelines for the use of AI (Carrasco et al. 2024). These 
broader public sector AI strategies are likely to impact the resources 
and capabilities EMBs will have access to in any implementation of 
AI for electoral management.

Many countries 
are in the process 
of establishing 
guidelines for the use 
of AI.
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Chapter 2

OPPORTUNITIES AND 
CHALLENGES OF AI USE FOR 
ELECTORAL MANAGEMENT

2.1. INTRODUCTION

In this chapter we provide a non-exhaustive list of potential AI use 
cases for EMBs during elections across the pre-electoral, electoral 
and post-electoral portions of the electoral cycle, although some use 
cases are applicable throughout the electoral cycle. Many of these 
use cases are untested and based on work from industry and other 
areas of scholarship. We also cover the use case of EMBs 
incorporating general-use GenAI tools, such as Microsoft Copilot, in 
their day-to-day work. 

For each use case, we cover the associated ethical, human rights and 
practical challenges associated with their implementation. At the 
end, we also include a general list of additional challenges 
associated with EMB use of any AI-based system. We cover potential 
mitigation strategies to address some of these concerns. Finally, we 
offer summary recommendations for EMBs considering the use of AI 
for electoral management.

2.2. PRE-ELECTORAL PERIOD

The pre-electoral period is the portion of the electoral cycle where 
the focus is largely on planning, training, sharing information and 
registration efforts.

14 INTERNATIONAL IDEA



2.2.1. Voter registration and eligibility

Voter list management
AI use case. Voter list management, or the process of cleaning and 
auditing voter rolls, is a task for which AI models may be particularly 
well suited. In many cases countries, for example Indonesia (Akbar 
et al. 2021), are already using simple pattern matching approaches 
to detect and flag duplicate registrations, and filtering tools to search 
for missing, incomplete or incorrect data. More advanced data 
matching models may be useful to search for repeat registrations 
by suggesting the probability that multiple registrations refer to 
the same person. Models may compare registration information 
with other sources of official documentation or historical data and 
recommend that certain registrations are further investigated.

Implementation. Algorithmic approaches are a common procedure 
for voter list management, but there are few examples where more 
advanced machine learning methods are used. The Electronic 
Registration Information Center in the USA uses entity-centric 
learning to match various records, including social security, change 
of address, voter registration and motor vehicle department data 
(Electronic Registration Information Center 2024).

Concerns. There are serious concerns with the use of any algorithmic 
approach to voter list management, especially uninterpretable AI 
approaches used without human oversight (Padmanabhan, Simoes 
and MacCarthaigh 2023). Inaccurate models—both traditional pattern 
matching approaches and more advanced deep learning models—
risk disenfranchising eligible voters and could cause discriminatory 
outcomes given differences in name and address distributions. A 
lack of transparency could contribute to concerns about electoral 
integrity. There is evidence that Crosscheck, a voter list management 
tool previously used in the USA, risked wrongfully removing at least 
300 eligible voters to prevent one double vote (Goel et al. 2020). 
To mitigate some of these concerns, EMBs should consider using 
algorithmic approaches to list management only as a part of a 
more thorough human-led process, likely as a starting point for 
investigations.

Voter list 
management, or the 
process of cleaning 
and auditing voter 
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which AI models may 
be particularly well 
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Voter registration and identification
AI use case. A goal of the voter registration process is to pre-verify a 
person’s eligibility to vote so that, when a voter submits their ballot, 
only their identity needs to be verified. In jurisdictions where active 
voter registration is required, this process often requires that voters 
present some form of official identification, proof of eligibility and 
possibly biometric data, such as fingerprints, facial images or a 
signature. AI models trained on matching identification documents or 
biometric details can speed up, and potentially improve the accuracy 
of, this process and prevent duplicate registration. AI offers new 
forms of biometric voter identification at polling stations, such as 
facial identification and thumbprinting, where a model can compare 
a voter’s biometrics against the biometric data included on the voter 
register.

Implementation. In many cases biometric tools are AI-based, using 
deep learning models to match biometric hashes (i.e. numerical 
representations of biometric data such as fingerprints). The use of a 
biometric system for voter registration offers EMBs an opportunity 
to either reverify biometric data at polling sites or include it on voter 
ID cards. As of 2016, 35 per cent of surveyed EMBs were capturing 
biometric data as a part of their registration process (Wolf et al. 
2017). India, which has a general biometric ID system that includes 
iris, fingerprint and facial data, is exploring the use of these data for 
voter identification (Livemint 2022). 

Concerns. It is worth noting that in jurisdictions where voter fraud 
is extremely uncommon, strict verification methods may do little 
to improve election security while wrongfully disenfranchising 
legitimate voters (Padmanabhan, Simoes and MacCarthaigh 2023). 
The accuracy of signature matching tools may be as low as 74.3 per 
cent, which could lead to the disenfranchisement of eligible voters 
(Hussain et al. 2015). Although failure rates for biometric systems 
are often low, when they do fail, they may fail disproportionately for 
people of colour and result in discriminatory disenfranchisement 
(Padmanabhan, Simoes and MacCarthaigh 2023; Wolf et al. 2017). 
Biometrics present serious data security and privacy concerns, which, 
apart from being issues themselves, may dissuade privacy-conscious 
or historically targeted voters from participating in elections (Wolf 
et al. 2017). EMBs may mitigate some of these concerns by offering 
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alternatives to biometric pre-verification as well as creating clear, 
easily accessible processes for appealing decisions relating to 
biometric systems. 

2.2.2. Planning

Polling site locations and resource allocation
AI use case. A key aspect of the pre-election planning process is 
deciding where to allocate electoral resources, such as the location 
of polling sites, the number of polling booths and the number of 
election workers at specific polling sites. Accurate estimates of 
where resources may be required make election processes more 
accessible, faster and easier for voters. AI models and simulations 
may be useful in optimizing this process and, in some cases, making 
it more objective by predicting the popularity of polling places and 
minimizing the distance between voters and their polling sites. 
Similarly, models may be useful for estimating where election 
workers may be most necessary. The use of such models could 
potentially improve access to polling sites, with potential impacts on 
voter turnout rates.

Implementation. As Padmanabhan, Simoes and MacCarthaigh (2023) 
note, although there is little evidence that AI is being used to select 
polling site locations, work is being carried out in other industries that 
use AI to optimize the location of facilities (Al-Haidary et al. 2021). 
AI-based employee scheduling/allocation tools may be useful for 
allocating workers at different polling sites (Talarico and Maya Duque 
2015). Internally built models for these purposes may use supervised 
algorithms, trained on ‘ideal’ scenarios for polling sites and resource 
allocation based on historical data, or unsupervised algorithms, 
aimed at optimizing distance or efficiency. 

Concerns. A lack of nuance in the data available for models presents 
a serious concern with the use of AI to select the location of polling 
places (e.g. whereas an election official may understand perceptions 
of the accessibility or safety of a specific location, models may 
miss this nuance). Data sets may also miss information about 
accessibility, community importance, visibility and interior quality, 
some of which have been shown to impact turnout rates (Mann 
and Stein 2019). Algorithms aimed at constantly optimizing polling 
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site locations may increase the cost of communicating about new 
locations, and volatility could confuse voters, potentially decreasing 
turnout rates (Padmanabhan, Simoes and MacCarthaigh 2023). 
Although important, human oversight may be difficult here, too, as 
manual changes, such as moving a polling location, could impact the 
model’s calculations, further complicating its objectivity. Optimizing 
for specific variables, such as general distance from a polling place, 
could result in discrimination against certain categories of voters, 
such as rural voters. Similar serious concerns arise for general 
resource allocation, in terms both of polling booths and of election 
workers (Kwon, Moreno and Raman 2023). 

Baseline estimation setting
AI use case. In some cases, and depending on its mandate, an 
EMB may want to develop a set of expectations of various election 
outcomes, including campaign fundraising, campaign expenditures, 
voter turnout rates and even election results. In all cases these 
estimates may serve as a useful baseline for detecting anomalies 
during or after an election. For example, predictions of campaign 
fundraising may enable EMBs to better monitor campaign spending, 
audit requests and media purchases. Predictions of voter turnout 
rates may enable EMBs to better prepare for logistical needs, such as 
the allocation of ballots before an election and the counting of ballots 
after one. Traditional statistical techniques, such as regressions, and 
more advanced AI models may be useful for these processes. 

Implementation. Perhaps the most important baseline estimation 
that may be useful for other areas of EMBs’ work is using AI or data 
science techniques to predict potential voter turnout rates. EMBs 
could consider traditional methods used by academics and polling 
agencies for this or more advanced methods, such as random forest 
or boosting methods (Moses and Box-Steffensmeier 2021; Kennedy, 
Wojcik and Lazer 2017). Similar methods may be useful for predicting 
campaign expenditures and fundraising trends, with some research 
examining methods for similar tasks in the investing, crowdfunding 
and non-profit spaces (Liu and Hu 2024). There has been an increase 
in the number of political start-ups seeking to sell machine learning 
tools that provide turnout and fundraising predictions to political 
campaigns (Markay 2022). Substantial differences in actual results 
and estimated results may be useful as flags for further investigation. 
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Concerns. The major concern with the use of AI for baseline 
estimation is the high likelihood of inaccurate results from modelling 
techniques. Voter turnout and campaign fundraising statistics are 
influenced by diverse factors, many of which go unmeasured. AI 
and traditional statistical methods are unlikely to offer sufficiently 
reliable estimates to be useful for EMBs to make good decisions or 
to be used as a baseline for comparison except in situations where 
predictions differ drastically from reality. Inaccuracy could impact 
EMBs’ decision making and fairness in the auditing process. EMBs’ 
use of predictions in any form could be problematic for electoral 
integrity. These models pose a significant risk in terms of electoral 
integrity, campaign activities and public trust if they are leaked. 
EMBs considering implementing AI for these purposes may be able 
to mitigate these concerns with stringent cybersecurity practices 
and thorough piloting and comparison of new models to test their 
reliability.

Forecasting election costs
AI use case. It may be useful for EMBs to forecast the administrative 
cost of an election as a part of their budgeting process. Since 
elections have many variable costs, ranging from purchasing polling 
machines and ballots to hiring election workers, AI may be useful 
in improving estimates of necessary equipment, people and other 
resources. Many EMBs already engage in rough forecasting for 
budgeting purposes, often basing estimates on the worst-case 
scenario of previous elections, but AI may offer more accurate 
estimates. Like with resource allocation and baseline estimation 
setting, AI models may offer rough predictions of various costs, such 
as for election security, polling machines, employees, paper ballots 
and others. 

Implementation. Limited research has been conducted on the costs 
of electoral management, and we were unable to find any work that 
uses AI (Clark 2019). However, some research has examined the 
role deep learning algorithms can play in assisting with government 
budgeting strategies, generally by using potential expenditures as 
inputs to optimize specific outputs (Valle-Cruz, Fernandez-Cortez and 
Gil-Garcia 2022). Advances in using machine learning in the fields of 
risk prediction and insurance pricing may serve as a useful starting 
point (Kan et al. 2019). 
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Concerns. Given the lack of research examining methods for 
predicting election costs, the major concern with the use of AI 
for this purpose is accuracy. The risk of low-accuracy models, 
especially those relied on to make decisions, is that EMBs may be 
underprepared for elections, which could have serious consequences 
for electoral integrity. EMBs may be able to mitigate these concerns 
by piloting AI-based forecasts and testing their accuracy compared 
with existing methods.

Electoral security/violence prediction
AI use case. In order to maintain election security and integrity, EMBs 
and security agencies may benefit from predictions of sites where 
electoral violence could potentially occur. Much like in the previous 
sections, models trained on areas where violence has occurred 
previously or areas with other correlates of violence may help EMBs 
decide where to prioritize security services. Additionally, LLMs may 
be useful in detecting social media posts about planned or potential 
violence at different polling locations. Combined, these models 
may enable EMBs to predict high-risk polling locations and prevent 
violence from occurring. 

Implementation. Supervised models trained on polling sites or 
geographies with previous electoral violence issues may be useful 
for predicting where future events will occur (Padmanabhan, Simoes 
and MacCarthaigh 2023). Fine-tuned LLMs run on social media posts 
may be useful for flagging potential threats of violence or may be 
able to highlight specific areas receiving disproportionate attention 
from violent groups. Although there is limited work on polling sites 
in particular, AI has long been used for predictive policing, with many 
governments and private companies developing tools for the purpose 
(Hardyns and Rummens 2018). 

Concerns. Predictive policing efforts are highly controversial, with 
serious ethical and human rights concerns around accuracy and 
discrimination. Due to the lack of high-quality data, existing biases 
and the uninterpretability of most deep learning algorithms, there 
is evidence that these systems perpetuate systemic inequities in 
policing without strong evidence of effectiveness (Gstrein, Bunnik 
and Zwitter 2019; Richardson, Schultz and Crawford 2019). There is 
little evidence of predictive policing resulting in effective outcomes, 
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but there is a lot of work describing its potential to exacerbate civil 
and human rights violations (Van Brakel 2016). Increasing policing 
at polling sites may suppress voter turnout rates, impact electoral 
outcomes and reduce trust in the process (Padmanabhan, Simoes 
and MacCarthaigh 2023).

2.2.3. Civic education and voter mobilization

Sharing election information
AI use case. AI, especially LLMs, may be useful for the purposes of 
tailoring election information to specific subsets of the population. 
As many EMBs have a mandate to increase equity and access 
in voting, using diverse communication strategies for different 
subsets of the population may be one way to ensure equal access 
to information. This is especially pertinent for voters with limited 
technical knowledge, as AI may be used to develop ways to present 
election information that can be understood more intuitively. For 
example, LLM-based chatbots trained on EMB information and 
frequently asked questions may serve as a useful way for EMBs 
to offer existing information in a format tailored to voters’ specific 
questions that is easier to use than navigating election websites 
manually (Eisen et al. 2023).

Implementation. Some research has developed a chatbot 
architecture for improving access to election information for senior 
citizens and first-time voters; the chatbot is trained specifically on 
frequently asked questions from EMBs (Muppasani et al. 2023). 
EMBs must be careful when using chatbots, making sure to use 
closed-loop technologies such as retrieval augmented generation 
to make sure the LLM uses only predefined information to answer 
queries.

Concerns. The use of LLM chatbots for electoral management poses 
serious concerns about information validity; EMBs will have to carry 
out extensive testing and auditing to prevent LLM hallucinations and 
the spread of false information (Rawte, Sheth and Das 2023). Security 
audits are necessary given the ability of nefarious actors to ‘jailbreak’ 
or exploit LLMs to leak data or provide incorrect information (Wei, 
Haghtalab and Steinhardt 2023). Even with a low likelihood of errors, 
any false information shared by an EMB-sanctioned chatbot is likely 
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to cause controversy and issues with electoral integrity. EMBs may be 
able to mitigate these concerns with extensive testing and auditing, 
as well as by using models with limited hallucination probabilities.

Targeted advertising
AI use case. EMBs with a mandate to increase voter turnout rates 
or distribute election information to diverse populations may benefit 
from the use of AI to create targeted advertising campaigns. Targeted 
advertising may be useful in increasing access to information for 
people not normally engaged in election processes. GenAI models 
may be able to automate the process of creating, or developing 
the first draft of, advertising for small groups of the population. 
AI, especially unsupervised models, such as clustering models, 
may be useful for the process of identifying groups that have been 
historically neglected in EMB communications. 

Implementation. Most work on the role of GenAI for voter 
mobilization focuses on the role it may play in targeted political 
advertising on the part of campaigns and affiliated organizations. 
Some work finds that using GenAI tools to modify ads according 
to users’ personality traits saw increases in engagement 
(Simchon, Edwards and Lewandowsky 2024). Earlier work studying 
microtargeted ads on Facebook found an impact on turnout 
rates only in highly competitive US elections (Haenschen 2022). 
Implementation would require feeding data about users (generally 
from social media companies) into GenAI tools to generate targeted 
advertising for subsets of the user base. 

Concerns. Microtargeting, especially driven by GenAI, raises serious 
concerns regarding data privacy, manipulation and accuracy. Voters 
may be uncomfortable with the use of their personal data for the 
purposes of ‘nudging’ them to vote, and successful interventions 
risk creating inequities in the election process and potentially calling 
electoral integrity into question. Fully automated systems may result 
in GenAI tools hallucinating, sharing incorrect information about 
elections or being politically biased. Additionally, both the process 
of selecting groups to microtarget and the platforms used to deliver 
those advertisements raise concerns about creating inequities, as 
EMBs may disproportionately advertise to certain subgroups of the 
population (Ali et al. 2019). The potential usefulness of these tools is 
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still under-researched, and they may not have any meaningful impact 
on turnout rates when compared with more general voter mobilization 
strategies, which may result in proportionality concerns. 

2.3. ELECTORAL PERIOD

The electoral period is the portion of the electoral cycle where the 
focus is largely on campaigning, voting, monitoring and tabulating 
results.

2.3.1. Campaign and media monitoring

Monitoring misinformation on social media
AI use case. One potential AI use case for EMBs is the use of LLMs 
and graph neural networks on social media platforms to detect and 
summarize common misinformation regarding elections. LLMs 
may be able to detect trends in misinformation and flag the most 
concerning cases, such as categories of posts with misleading 
information about the time or location of an election or about 
the eligibility of particular voters. Models may also be useful for 
detecting specific posts that violate election laws. This may offer 
EMBs an opportunity to develop plans to respond faster and with 
more ease than manually monitoring social media platforms, key 
elements in reducing the impact of misinformation on elections. The 
threat of election-related misinformation on social media is further 
discussed in Chapter 3.

Implementation. A sizeable amount of research has examined the 
use of LLMs to detect or summarize misinformation trends, and a 
variety of private companies and non-profits are building tools for this 
task (Kondamudi et al. 2023; Dhiman et al. 2023). Implementation of 
these tools will require careful planning to include information about 
the specific context of an election, training for languages spoken 
in the jurisdiction of interest, the identification of key platforms 
where misinformation is spread and the incorporation of human 
observers. Partnerships with platforms, fact-checking organizations 
and other third parties may prove useful for accessing, removing and 
responding to misinformation about elections. 
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Concerns. An overreliance on AI for misinformation detection could 
result in EMBs missing key topics and concerns, especially on private 
messaging platforms (e.g. WhatsApp), where data availability is 
limited. Most LLMs are optimized predominantly for the English 
language, and often for the US context, which could cause models to 
miss important details. The performance of detecting misinformation 
requires a clear understanding of what constitutes misinformation 
and of the legality of policing or responding to it. EMBs may be able 
to mitigate these concerns by using AI only as one part of a broader 
misinformation strategy. Questions of free speech, surveillance and 
government monitoring of public platforms may arise, especially as 
they pertain to human rights and the freedom of expression (Inter-
American Commission on Human Rights 2017). 

Campaign and media monitoring
AI use case. In many jurisdictions EMBs are responsible for 
monitoring the content and timing of communications from 
campaigns, other political groups and media organizations. For 
example, some countries have a mandated campaign silence period 
prior to voting, which AI may help detect violations of. Fine-tuned 
LLMs with social media and Internet data streams may be helpful for 
flagging specific content that goes against EMB guidelines, similar to 
the process described for detecting misinformation.

Implementation. Implementation for this task will be more bespoke 
than for detecting misinformation, as limited work has been done 
on the subject. LLMs may be fine-tuned on data sets of content that 
is ‘permitted’ and ‘not permitted’ and then fed inputs from the social 
media accounts of political campaigns and media organizations to 
flag them for potential violations. 

Concerns. As in the case with the detection of misinformation, 
a serious concern arises with an overreliance on AI-based tools 
for this purpose, as they are likely to miss potential violations. 
Additionally, models may perform in a discriminatory manner, 
finding more violations from, for example, one political party due 
to poorly designed training data. This could result in discriminatory 
consequences if not balanced by other forms of observation. To 
mitigate some of these concerns, EMBs considering implementing 
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this use case should consider using it as one piece of a broader 
media monitoring strategy.

2.3.2. Voting operations

Voter identification documents
AI use case. AI models may be useful for verifying voter identification 
documents. Many EMBs and governments already use technological 
tools for scanning and comparing identification documents against 
existing databases, and AI may improve the accuracy of these 
technologies. Models may enable election officials to verify that a 
voter’s address is within the bounds for the polling site.

Implementation. As many EMBs already use existing hardware and 
software tools for the verification of identification documents, AI 
implementation may involve updating the models used for scanning 
and verifying documents. Supervised models, trained on legitimate 
and illegitimate identification documents, are likely to be the most 
useful for this task. AI-based optical character/mark recognition 
(OCR/OMR) tools may be useful for scanning and querying non-
standard forms of identification. 

Concerns. In many cases identity verification tools rely on scanning 
barcodes, magnetic strips or secure chips on or inside identification 
documents and cards. These approaches are likely to perform better 
than AI models, as they do not rely on inference or predictions. AI 
models may be less accurate compared with traditional forms of 
identity verification. It is worth noting that in countries with low 
rates of voter fraud or low rates of identification ownership, a voter 
identification requirement is likely to disenfranchise voters without 
impacting the security of elections (Hajnal, Kuk and Lajevardi 2018).

Biometrics and voter verification
AI use case. As mentioned in 2.2.1: Voter registration and eligibility, 
AI models may be useful for countries using biometric (e.g. eye, face, 
palm, thumbprint) recognition for voter verification. A model can 
compare the biometrics of a person submitted during registration 
or during other official processes with the biometrics of a person 
submitting a ballot. This may enable voter authentication without 
identification documents and could improve the security of elections. 
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Implementation. Implementation for this task is a two-step process: 
first designing a system to capture biometric information during the 
registration process (see 2.2.1: Voter registration and eligibility) and 
second, verifying those biometrics at the polling site. This part of 
the process is where AI is most likely to be used, with deep learning 
models being used to match biometric hashes. These models are 
likely to be developed by external vendors, as they require large 
training data sets that EMBs are unlikely to have the capacity to build 
themselves. As mentioned earlier, as of 2016, 35 per cent of surveyed 
EMBs were capturing biometric data during the registration process 
(Wolf et al. 2017). And some countries, including India, are piloting 
the use of these data for voter identification (Livemint 2022). AI-
based signature matching tools are used regularly in elections, with 
at least 29 of the largest US counties using them to verify mail-in 
ballots (Bender 2022).

Concerns. As mentioned in 2.2.1: Voter registration and eligibility, 
voter fraud is extremely uncommon in many jurisdictions, and 
verification methods may result in much more harm than good 
depending on a country’s specific circumstances (Padmanabhan, 
Simoes and MacCarthaigh 2023). Additionally, the accuracy of 
signature matching tools may be as low as 74.3 per cent, which 
could lead to the disenfranchisement of eligible voters (Hussain 
et al. 2015). Although failure rates for biometric systems are 
often low, when they do fail, they may fail disproportionately for 
people of colour and result in discriminatory disenfranchisement 
(Padmanabhan, Simoes and MacCarthaigh 2023; Wolf et al. 
2017). Biometric systems present serious concerns around data 
security, privacy, and human rights, potentially dissuading people 
from participating in electoral processes. This raises questions of 
proportionality: do the associated security risks, potential human 
rights concerns, and disenfranchisement probabilities outweigh the 
advantages of biometric identification?

2.3.3. Polling place monitoring

Detecting polling place incidents
AI use case. Over the past few years, voters have frequently posted 
complaints on social media platforms about issues with elections 
and at polling places. These may include reports of non-functioning 
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machines, long lines, voter suppression or illegal behaviour. LLMs 
can be used to monitor social media platforms for these complaints, 
automatically categorize them and forward them to the appropriate 
authorities. 

Implementation. There is evidence that fine-tuned LLMs can detect 
reports of polling place incidents in US elections with a high degree 
of accuracy (Juneja and Floridi 2023). Implementation requires 
access to social media data, most likely through partnerships with 
platforms, for specific election-related keywords and the creation of 
labelled data sets of ‘incidents’ and ‘non-incidents’. As in the case of 
detecting misinformation, human observers should verify potential 
incidents for follow-up. 

Concerns. Concerns similar to those in respect of observing 
misinformation on social media platforms arise here, including 
the possibility of missing information due to an overreliance on AI 
solutions and potential unequal performance. As such, tools should 
be used as supplements to existing methods of detecting incidents 
at polling places. Additionally, governments’ mass collection of public 
data, especially concerning political subjects, raises serious concerns 
about surveillance, privacy and human rights, and could potentially 
pose a challenge to the freedom of expression (Inter-American 
Commission on Human Rights 2017). 

Video monitoring
AI use case. AI-based video monitoring may serve several purposes 
during elections. AI models using closed-circuit television (CCTV) to 
monitor polling sites may be able to detect incidents or anomalies 
(e.g if a set of CCTV frames looks different from the average set 
of frames). Additionally, AI models may be useful for potentially 
detecting election fraud if a person appears twice at the same polling 
site or at multiple polling locations (Padmanabhan, Simoes and 
MacCarthaigh 2023). In all cases these incidents can be flagged for 
follow-up by EMB officials or election observers. 

Implementation. Implementation will require extensive CCTV 
capabilities and the infrastructure to feed inputs from cameras into 
AI image and video recognition models. It may also be important to 
fine-tune models for tasks such as facial recognition and anomaly 
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detection (e.g. labelling appropriate and inappropriate behaviour at 
polling sites). 

Concerns. AI-based video monitoring tools are known to perform 
in a discriminatory manner, with evidence that facial recognition 
technology disproportionately misidentifies non-white faces 
(Perkowitz 2021). Model inaccuracy, especially pertaining to 
the detection of fraud, may result in concerns around electoral 
integrity and could increase work for EMBs and electoral fraud 
investigators. Additionally, any form of mass surveillance, especially 
by governments, may entail serious human rights concerns, likely 
discouraging privacy-conscious or historically targeted voters from 
exercising their freedom of expression and right to vote.

2.3.4. Vote tabulation and analysis

Counting and tabulation
AI use case. OCR/OMR systems, where technological tools are used 
to read filled-in and written forms, are already regularly used for the 
counting and tabulation of paper and mail-in ballots. These systems 
may be used with different ballot designs, including ballots made 
specifically for OCR/OMR systems or manually filled-in ballots. They 
may also be used at different stages of the process, including as 
voters submit their ballots, at polling sites, for postal ballots, when 
ballots are centralized and for results sheets. OCR/OMR systems 
may also be used for scanning signatures. AI may improve traditional 
OCR/OMR systems, as edge cases often serve as problems for 
existing automated systems (Zhao et al. 2023). These systems could 
be used to detect differences or anomalies in parallel with existing 
methods for counting votes. Such systems may include, for example, 
computer vision AI models trained to count paper ballots, recognize 
handwriting for write-in candidates, and recognize and verify 
signatures. 

Implementation. AI-based signature matching tools developed by 
private companies are widely used in elections for verifying mail-in 
ballots, and similar tools can be applied for other forms of ballot 
counting that require signatures (Bender 2022). In many countries 
existing tools leverage rudimentary forms of AI to count standardized 
scannable paper ballots (MIT Election Data Science Lab 2023). 
Deep learning–based approaches have shown improvements over 

28 ARTIFICIAL INTELLIGENCE FOR ELECTORAL MANAGEMENT



traditional technology in some research, with tested accuracy as high 
as 99.984 per cent (Barretto et al. 2021; Zhao et al. 2023).

Concerns. Although there is evidence that AI-based systems 
outperform traditional automated ballot counting technologies, even 
very low failure rates are a concern for both electoral integrity and 
public trust in elections. This is especially true for uninterpretable 
deep learning models, where errors and edge cases may be difficult 
to explain to the public. Additionally, signature matching tools may 
suffer from accuracy ratings as low as 74.3 per cent (Hussain et al. 
2015). In Indonesia, for example, an OMR/OCR-based system for 
scanning results sheets, Sirekap, has been the subject of controversy 
over reports of irregularities in vote counting data (Suhenda 2024). 
To mitigate these concerns, EMBs should run extensive comparison 
tests with existing methods, implement human oversight and 
consider using AI as an additional, rather than replacement, method 
for ballot counting.

Real-time turnout analysis and anomaly detection
AI use case. Many EMBs regularly examine, and in some cases 
publish, turnout rates throughout election day for the purposes of 
managing logistics and detecting potential anomalies. AI, in the form 
of both traditional statistical models and deep learning models, may 
be useful in increasing the importance of this data by monitoring 
turnout metrics at polling sites or in specific geographies that are 
significantly different from expectations. This monitoring may flag 
potential issues, including polling place incidents, voter suppression 
or election fraud, that officials may choose to investigate.

Implementation. Although we were unable to find any research on 
real-time analysis of an election, implementation will be similar to 
post-electoral audits. Models developed prior to an election with 
predictions of voter turnout and results throughout election day can 
be checked against live results fed in from polling sites. If significant 
differences arise between predicted and actual results, EMBs may 
choose to investigate specific polling sites for potential issues.

Concerns. Since it is unlikely for pre-election simulations to be 
perfectly accurate, models developed to detect turnout anomalies 
throughout election day may have a high likelihood of false positives, 
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which could prompt a misallocation of EMB resources to investigate 
polling sites, potentially interfering in perfectly functional polling sites 
and missing actual issues at others. Developing secure and accurate 
systems for this use case is a technically challenging task, as models 
must account not only for the already difficult task of predicting 
total turnout rates but also for how turnout may vary throughout the 
electoral period.

2.4. POST-ELECTORAL PERIOD

The post-electoral period is the portion of the electoral cycle 
where the focus is largely on reviewing, analysing, reforming and 
strategizing an election.

Box 2.1. Digital elections 

It is worth noting that AI may be useful for 
countries exploring new forms of voting and 
elections. For example, in countries with 
online voting systems where voters use their 
own devices, AI may be helpful for a variety 
of tasks. For example, online voting systems 
may use AI-based facial recognition software 
for identification, models trained on detecting 
bot activity or anomalous data on webpages 
for examining election fraud, and models 
meant to scan for cybersecurity threats to 
protect the integrity of servers. AI may also 
be useful in creating simulated user agents to 
test online voting systems for vulnerabilities 
and potential issues. 

In countries exploring novel forms of 
democratic governance, such as online 

participatory democracy, LLMs may be 
useful for summarizing voters’ positions 
and beliefs, and clustering models may be 
useful for grouping together similar ideas and 
statements (Eisen et al. 2023). For example, 
countries seeking to receive commentary on 
specific policies may build platforms where 
users can comment and share their opinions 
and then use a combination of AI and human 
oversight to better understand the beliefs of 
participants and, in some cases, even arrive 
at compromise solutions. In Taiwan, the 
vTaiwan program uses the Polis platform 
to solicit participatory feedback on policy 
positions, with AI models being used for 
summarization and clustering, and chatbots 
being used that speak on behalf of specific 
positions (Landemore 2023).
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2.4.1. Electoral results analysis and reporting

Post-electoral audits
AI use case. AI may be useful for post-election auditing practices. 
For example, AI may be used to detect incidents of fraud, and models 
developed prior to an election may provide comparisons with actual 
results. Additionally, machine learning and traditional statistics, such 
as difference-in-difference estimators, may be used to evaluate the 
efficiency and resource allocation of various polling sites. Clustering 
algorithms may be useful for spotting polling sites that demonstrate 
significant differences from other polling sites. 

Implementation. Research has examined the role that both 
unsupervised and supervised algorithms trained on polling data may 
play in detecting election fraud. In some cases, these models use 
simulation techniques trained on polling and related election data 
to determine how similar actual results are to simulated ones. In 
general, these models require high levels of fraud in order to provide 
a high degree of accuracy, precision (i.e. a low number of false 
positives) and recall (i.e. a low number of false negatives) (Yamin et 
al. 2023). In lieu of polling, other attempts have used synthetic data, 
generating both a tampered and untampered version of election 
results, to train a model that is then applied to other elections. This 
work has found evidence that this technique may serve as a useful 
starting point for further election forensics research (Zhang, Alvarez 
and Levin 2019). Unsupervised algorithms may also be useful here, 
allowing EMBs to cluster polling sites and look for and flag potential 
anomalies (Green 2021). EMBs should consider the use of predefined 
probability thresholds to weed out false positives (e.g. only examining 
geographies where models predict a greater than 90 per cent chance 
of fraud having occurred). 

Concerns. Since it is unlikely for EMBs to have access to data sets 
with perfectly labelled instances of election fraud, developing suitable 
supervised models for the task is difficult. A lack of ground truth 
data makes it difficult to evaluate the suitability of any model. Low 
recall and overreliance may result in EMBs missing instances of 
electoral fraud and other issues, whereas low precision may result 
in EMBs investigating high numbers of false positives. Both issues 
could undermine public faith in electoral integrity. EMBs considering 
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implementing this AI use case may mitigate some of these concerns 
by using it as only one piece of a broader auditing approach.

Political finance consolidation
AI use case. AI may be useful for the consolidation and auditing of 
political finance documents and reports during and after an election. 
OCR models may enable the scanning of physical receipts, and 
matching models may make it possible to develop auditing trails 
from political finance reports. LLMs and summarization models may 
also be useful in consolidating various campaign expenditures and 
donations into standardized formats for election officials to review. 
AI may be useful for detecting political finance fraud, such as cases 
where people donate under different names/addresses or make 
ineligible donations. 

Implementation. Although we were unable to find research examining 
this specific use case, AI is increasingly being used in corporate 
financial auditing, which may offer some transferable practices. For 
example, the four largest global accounting firms (Deloitte, EY, KPMG 
and PwC) all offer some version of AI tools for corporate auditing, 
including anomaly detection, fraud detection, automated cash audits 
and pattern detection (Üçoğlu 2020). Modifications to similar tools 
may be useful for tracing political donations and expenditures. 
Computer vision and OCR tools can be used for data inputs, and 
GenAI tools may be useful for putting reporting documentation into 
standardized data formats to feed into auditing systems. 

Concerns. AI tools used to consolidate data may suffer from 
hallucinations or other accuracy concerns, which could result in false 
positives or EMBs missing important information. Since there appear 
to be no tools created specifically for the task of political finance 
consolidation, work will also need to be done to fine-tune existing 
tools to meet the unique demands of EMBs, such as incorporating 
regulations on donation/spending limits, all of which may increase 
the complexity and decrease the effectiveness of AI approaches.
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Box 2.2. Use of generalist AI chatbots within EMBs

Having covered specific use cases 
concerning AI for EMBs, it is worth 
discussing perhaps the most immediate 
way EMBs may start using AI tools in their 
work: for general-purpose help. Generalist 
GenAI chatbots, such as OpenAI’s ChatGPT, 
Microsoft’s Copilot and Google’s Gemini, are 
already being widely used in personal and 
enterprise settings, and it is likely that many 
EMB officials have already begun officially, 
or unofficially, examining the ability of these 
tools to improve internal productivity. 

In most cases these tools are primarily 
accessed through a chatbot interface, 
where users send questions or commands 
to the model, which generates responses 
and other outputs. These tools can be 
used to summarize information in existing 
documents; draft content for emails, 
documents or presentations; and consolidate 
information from the Internet. In some cases, 
such as Microsoft’s integration of Copilot, 
models can produce content other than 
text, such as generating images, modifying 
spreadsheets or editing presentations. 

For EMBs these tools may offer promise 
as assistants for employees, helping them 
draft and summarize emails, documents and 
other content. For technical staff these tools 
may be useful in helping write, complete or 
check code. Although research on the subject 
is still sparse, there is early evidence that 
these tools offer modest increases in worker 
productivity in enterprise environments 
(Brynjolfsson, Li and Raymond 2023; Noy and 
Zhang 2023).

It is worth noting that many governments 
and corporations are still in the initial 
stages of piloting these tools, and more 
information is needed before offering specific 
recommendations on whether, how and 
when employees should use them. EMBs 
considering the use of these tools should 
work with other government agencies and 
in close partnership with vendors to run 
controlled, monitored pilot programmes 
to discover where and when they might be 
useful (Carrasco et al. 2024). 

As with other AI use cases, the use of these 
generalist AI tools raises concerns, mostly 
around reliability and security. The primary 
concern with the use of these tools within 
EMBs is their propensity to hallucinate 
information, which may present a serious 
concern, especially when used for drafting 
public-facing material (Rawte, Sheth and Das 
2023). This is also a concern when these 
tools are used to summarize information, 
such as legal documents, where the tools 
may fail to include important information, 
hallucinate information or misrepresent 
information in the original document. In 
general, outputs from these tools cannot be 
fully trusted, complicating their ability to be 
used for many purposes.

Additionally, although many of these tools 
have enterprise versions with enhanced 
security protocols, the security needs and 
responsibilities of governments, especially 
when dealing with sensitive information, 
are often much stricter. Depending on the 
tool used, there is a risk that user inputs will 
be incorporated into the training data for 
the tool, potentially resulting in the leakage 
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2.5. ADDITIONAL CHALLENGES, CONCERNS AND 
MITIGATION STRATEGIES

The use of AI for electoral management offers promise in many 
areas for improving outcomes, increasing efficiency and building 
more equitable systems. At the same time, it often introduces or 
exacerbates serious concerns.

In the above sections, we shared a series of concerns associated 
with each specific potential use of AI for EMBs. It is worth noting that, 
in all cases, there are significant ethical, human rights and practical 
concerns, ranging from technically difficult implementation to serious 
issues with electoral integrity. Apart from these specific concerns, 
in this section we cover additional issues that may arise with any 
use of AI as a part of electoral management, such as cybersecurity 
vulnerabilities, private consolidation of public infrastructure, human 
rights, bias and discrimination, and public trust in elections. 

In some cases, these are addressable concerns; in others, they are 
likely to occur with any implementation of the AI use case. Although 
not fully within the scope of this Report, some potential mitigation 

of internal information. Some government 
bodies have banned the use of these tools 
internally, citing security concerns (Solender 
and Fried 2024).

Although these are serious concerns, EMBs 
may be able to mitigate some of them. For 
security purposes, many GenAI companies 
are in the process of creating government-
ready versions of their tools that adhere to 
the stricter standards required for public 
sector use (Solender and Fried 2024). 
Given the novelty and potential impact of 
this technology, EMBs should consider 
conducting more thorough tests than typical 
for procured software tools.

Reliability concerns may be more difficult 
to mitigate, especially in the early stages 
of these technologies. These tools should 
be considered for specific use cases; for 
example, the use of AI to summarize policy 
documents that EMBs will use to make 
decisions is a much higher-risk use case than 
using these tools to help draft short internal 
emails. EMBs trialling these tools should 
emphasize their unreliability to staff and 
conduct thorough training on the importance 
of fact-checking, ensuring human oversight 
and conducting risk assessments of when to 
use the tools. 

Box 2.2. Use of generalist AI chatbots within EMBs (cont.)
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strategies are included to address some of these concerns and 
encourage EMBs to approach AI implementation through an 
informed process of analysing the affordances and constraints of 
each use case. 

Specifically, we draw attention to the EU General Data Protection 
Law’s (GDPR) concepts of necessity (i.e. how important a use case 
is), data minimization (i.e. collecting only the minimum amount of 
data necessary for a use case) and proportionality (i.e. making sure 
the advantages due to limiting privacy are not outweighed by the 
disadvantages of losing privacy).

It is worth noting that, in many cases, focusing on thorough human 
oversight of AI systems may be helpful in mitigating many of the 
concerns mentioned in the previous and following sections. For 
example, the potential risk of using AI to decide where to allocate 
election workers is much higher if those recommendations are 
implemented without thorough testing and checking by EMB staff 
with expertise in the subject matter. Given the untested and under-
researched background to many of these potential use cases, 
significant human oversight is especially important in pilot stages, 
and one potential mitigation strategy is running automated and 
human-driven versions of each use case in parallel and comparing 
outcomes. 

2.5.1. General concerns and mitigation strategies

Legal framework
Using AI for elections will require a thorough understanding of legal 
and regulatory frameworks regarding whether, and when, digital 
technologies and automated decision making can be used for 
electoral processes. The applications of AI in the electoral process 
may require an update of existing laws on elections, the government’s 
use of technology and public procurement. Additionally, several 
jurisdictions are introducing AI regulations that may pose additional 
requirements and restrictions on the use of these technologies in 
the administration of democratic processes and elections, such as 
in the case of the EU’s Artificial Intelligence Act (AI Act). This issue is 
discussed further in Chapter 4.
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Cybersecurity risks
Any use of AI for elections is likely to introduce new cybersecurity 
concerns on top of additional AI-driven cyberthreats from other 
actors (see Chapter 3). For implementation, the cybersecurity risks 
are two-fold: first, the use of more digital technologies increases the 
attack surface (entry points) for cyber attackers, giving them more 
opportunities to find vulnerabilities within an electoral system. An 
increasing reliance on digital technologies as a part of the electoral 
process gives attackers novel ways to harm the integrity of elections. 
Second, the use of AI as a part of the electoral process also requires 
that EMBs collect more types of data, either about voters or about the 
election, such as voters’ biometrics or camera feeds of polling sites. 
This increases both the pool of valuable data for attackers and the 
downsides if a successful cyberattack were to occur. The use of AI 
by malicious actors may increase the sophistication of cyberattacks. 
In practice, cybersecurity concerns can both directly and indirectly 
harm the integrity of elections. Directly, successful cyberattacks 
may prevent people from voting, change outcomes, disrupt voter 
registration databases and corrupt data. Indirectly, unsuccessful 
cyberattacks, or even just the threat of cyberattacks, could erode 
trust in the electoral system, dissuading certain subgroups of the 
population from participating in elections. 

In many cases these are addressable concerns. To mitigate the 
cybersecurity risks associated with the use of AI, EMBs should 
consider conducting, in partnership with cybersecurity agencies and 
experts, cybersecurity audits of election systems to safeguard these 
new entry points. Adhering to the principle of data minimization may 
also decrease the overall cybersecurity risk, as EMBs should prioritize 
collecting as little private data as necessary to perform specific AI 
functions.

Overreliance on private companies
Due to the difficulty of the technical implementation of many of these 
use cases, EMBs’ increasing reliance on private companies is another 
concern. At a minimum, AI usage requires technical infrastructure, 
such as GPUs (graphics processing units), that are produced and 
maintained by a small group of companies. In many cases EMBs 
are likely to require other computing infrastructure (e.g. cloud 
computing), technical talent from private companies and assistance 
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with cybersecurity practices. Meeting these requirements may give 
a select group of companies increasing power in the administration 
of elections, raising concerns about private sector influence within 
government and politics (Jungherr 2023).

Additionally, AI tools are likely to be developed by traditional vendors 
of election technologies. Procuring these technologies may slot 
easily into existing EMB practices, but it is worth noting that they may 
require significantly more testing and analysis by EMBs than normal. 

To begin to mitigate some of these concerns, EMBs should work 
with other government agencies to consider whether AI use 
cases are feasible for internal development, and which ones may 
require private partnerships. EMBs should consider undertaking 
more thorough audits of privately developed technologies and set 
specific, high standards around efficacy and fairness for vendors. 
Setting standards for the transparency and accountability of 
privately developed technologies may also be important, especially 
when considering state policies on access to information about 
government decision-making processes.

Bias, discrimination, surveillance and human rights
There is a long history of AI and traditional statistical techniques 
being used to discriminate against specific groups of people, 
including through mass incarceration, denial of benefits and 
electoral discrimination (Crawford 2022). The ethics of AI are a 
well-studied subject, so in this Report we briefly cover areas for 
further examination by EMBs. Any use of AI systems that involves 
large amounts of data collection, especially by governments, risks 
perpetuating surveillance and its associated human rights violations. 
For example, AI that relies on the mass collection of public posts 
on social media may constitute surveillance that has the impact of 
dissuading free speech, even if these data are not misused (Inter-
American Commission on Human Rights 2017). AI that relies on 
biometric data has similar concerns, potentially dissuading people 
from participating in electoral processes due to privacy or security 
concerns. 

These risks multiply when understood through the lens of 
discrimination, with AI often being used to perpetuate existing 
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biases in society. For example, AI-based facial recognition models 
are less likely to correctly identify people of colour, most LLMs are 
trained predominantly on English-language data, and predictive 
policing algorithms tend to perpetuate existing harms in justice 
systems (Perkowitz 2021; Gstrein, Bunnik and Zwitter 2019; Stokel-
Walker 2024). Since AI models are often trained on data produced 
by humans or based on human behaviour, existing biases are often 
amplified in their results.

Even without malicious intent, AI and the mass collection of data by 
EMBs pose serious risks to human rights, as the act of collecting 
data may result in the use of those data to prevent or discourage 
voting or to deanonymize people, along with the potential for data 
leakages or the accidental misuse of data. AI use and data collection 
may generally increase feelings of surveillance, potentially leading 
to a chilling effect (also known as a dissuading/deterrent effect). 
A chilling effect is the negative effect that a state action (e.g. 
surveillance) has on people, which results in pre-emptively dissuading 
them from exercising their rights (e.g. voting) out of fear of formal or 
informal consequences (Pech 2021). If nefarious actors get access 
to the data in question, the risks increase, as voting, speech, video 
and biometric data (all potential data sources for EMBs) can all be 
used to cause voters explicit harm.

To address some of these concerns, EMBs should pay specific 
attention to the necessity, proportionality and data minimization 
principles mentioned earlier, focusing on a thorough analysis of the 
potential negative externalities and trade-offs of AI use cases. As 
we note in Chapter 4, many approaches to AI regulation use a risk-
based framework, focusing on setting strong guidelines for high-risk 
situations. EMBs should work with other agencies and experts to 
examine how high-risk AI use could potentially impact human rights, 
such as conducting mass surveillance and dissuading freedom of 
expression, and they should also focus specifically on the impact 
that use cases may have on marginalized communities. EMBs should 
consider conducting continuous ethics-based audits for AI use cases 
(Mökander and Floridi 2021). Paying careful attention to existing 
biases in training data may be a useful way to avoid perpetuating 
previous harms.
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Public trust in elections
Finally, there is the risk of diminishing public trust in elections. Visible 
uses of AI within the electoral system may have the potential to 
make voters sceptical of the impartiality and security of elections 
(Padmanabhan, Simoes and MacCarthaigh 2023). For less-visible 
uses of AI, such as voter list management, voters may learn of these 
practices from unofficial sources, potentially causing additional 
harm to trust. The role of private companies as a part of the electoral 
process may further complicate trust. These concerns may be 
disproportionately spread around the population, especially in 
countries with a history of discriminating against specific groups 
of people. The use of often uninterpretable deep learning models 
may exacerbate this problem, especially given their implications for 
government transparency. If models are used to make decisions 
about issues such as the location of polling sites or the eligibility of 
voters, the public or regulations (e.g. GDPR) may demand a standard 
of transparency (e.g. how and why the decision was made) that the 
models may not be able to provide.

To mitigate some of these concerns, EMBs should consider 
high standards of transparency for AI use, including detailed 
explanations of use cases and the role AI plays in decision-making 
processes (Padmanabhan, Simoes and MacCarthaigh 2023). As 
mentioned earlier, thorough human oversight and appeals processes 
may help mitigate concerns around public trust. Focusing on 
easily interpretable AI models, rather than deep learning–based 
approaches, may also enable EMBs to offer more thorough 
explanations to the public about how and why AI-involved decisions 
were made. 

2.6. PATHS FORWARD

Although the goal of this Report is not to suggest specific avenues or 
use cases that EMBs should begin implementing, we offer a series of 
recommendations below for EMBs interested in exploring the use of 
AI for electoral management. 

1. EMBs should use the principles of necessity, data minimization
and proportionality when considering implementation of AI for
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electoral management, focusing their efforts on use cases that 
offer the most benefits while minimizing negative externalities. 

2. EMBs should consider AI use cases in the context of existing
practices, focusing on areas where AI may improve existing
outcomes, and run extensive comparisons of the costs and
affordances of implementing AI.

3. Where possible, EMBs should implement human oversight of
AI systems and focus on ways to include AI alongside other
strategies, rather than as a replacement.

4. EMBs should conduct thorough and continuous security,
performance and ethics-based audits of AI systems.

5. EMBs should establish strong standards of transparency,
interpretability and accountability for AI systems developed
internally and for those provided by vendors.

6. EMBs should work closely with other agencies, human rights
groups and community interest groups when considering the
implementation and design of AI systems.

7. EMBs should clearly label and watermark any content generated
by AI systems.

8. EMBs considering AI usage should first focus on building their
internal infrastructure, technical expertise and ethics/auditing
practices, even when considering purchasing tools from vendors,
to appropriately measure and manage the implementation of, and
potential concerns about, the use of AI.
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The primary purpose of this Report is to cover the potential use 
cases of AI for electoral management. In the short term, however, 
the main implications of advances in AI for EMBs are likely to come 
from its use by other actors during elections. In this chapter we cover 
some of the ways that external actors, such as political campaigns, 
misinformation producers and hackers, may use AI to influence 
elections and EMB activities. We cover potential mitigation strategies 
for EMBs and other relevant actors.

3.1. GENAI AND MISINFORMATION

Perhaps the most discussed topic at the intersection of AI and 
elections is the role that generative AI may play in the creation 
and dissemination of political misinformation. As this is a broad 
topic, we focus in this Report exclusively on misinformation that is 
relevant to electoral management rather than misinformation about 
political candidates or viewpoints. It is worth noting that GenAI-driven 
misinformation about candidates and political positions is already 
occurring and is likely to impact the work of EMBs, especially as it 
pertains to maintaining electoral integrity, keeping public trust and 
preventing electoral violence (Hsu, Thompson and Myers 2024). 
In this Report we focus mostly on misinformation about election 
processes, such as the timing and location of elections, and about 
the security and impartiality of elections.

Misinformation as a form of electoral suppression existed long 
before advances in AI. Previous research conducted by the 
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International Institute for Democracy and Electoral Assistance 
(International IDEA) examined the information environment in 53 
countries, finding that the most common types of disinformation 
were attacks on the impartiality of EMBs, false or deceptive 
information about voting methods and conditions, and other 
attempts to deceive people into not voting (Bicu 2023). Offline and 
online disinformation techniques have long been used to mislead 
people—disproportionately marginalized communities—about 
election logistics and eligibility (Vandewalker 2020). 

For this section, the primary question is the following: How does AI 
exacerbate this problem? 

GenAI increases the quantity and improves the quality of the 
supply of traditional forms of disinformation, such as fake news 
articles and misleading posts on social media platforms. Using 
GenAI platforms and open-source models, malicious actors can 
quickly generate text, audio and video content with specific goals 
targeted at specific groups of people, often of a similar or higher 
quality than traditional human-written disinformation and with a 
lower likelihood of automated detection (Zhou et al. 2023). While 
the use of these platforms and models is unlikely to exacerbate 
issues with disinformation in areas where supply was not already 
a concern (e.g. posts targeted at large audiences on social media 
platforms), this improvement in capabilities may be an issue for 
previously neglected areas, such as small community social media 
groups, which attackers may have ignored in the past due to time 
and resource constraints. It is likely that the main threat of AI-based 
misinformation is at the community level, where EMBs are less likely 
to become aware of its spread and where disinformation by malicious 
actors can be hyper-targeted at specific groups or individuals. 
Misinformation may be spread on a variety of platforms, including 
major social media networks, email lists, search engines and private 
messaging services. For the latter, detecting misinformation will be 
difficult, as encrypted messaging platforms are unable to moderate 
the content shared in messages.

GenAI offers new capabilities for disinformation, including the 
generation of high-quality audio and video deepfakes. The risks of 
these forms of disinformation may be country-specific. In Canada 
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and the USA, for example, we believe that a major threat of AI 
disinformation is the development of audio deepfakes to imitate 
political candidates, election officials and local community leaders, 
and to use those imitations to call voters and deceive them about 
election processes (Bond 2024). There is already evidence of this 
occurring in US elections (Hsu 2024). This threat is most pronounced 
when executed in small, targeted communities, where officials are 
less likely to learn of disinformation until it has spread. 

Video deepfakes are likely to be used for similar purposes and may 
be an important threat in other countries. Although video deepfakes 
are still unable to perfectly imitate the realism of actual video, these 
remain a serious concern among communities with lower levels of 
digital literacy. Just before Pakistan’s most recent general elections, 
multiple deepfake videos were spread on platforms across the 
country, including fake videos of politicians declaring boycotts of the 
vote, potentially impacting electoral integrity (Mughal 2024). Although 
we do not currently have evidence of the efficacy of video or audio 
deepfakes on electoral integrity in a global context, EMBs should be 
prepared for an increase in the quantity and an improvement in the 
quality of this type of disinformation.

There is the additional concern of higher-quality misinformation 
further obscuring trust in any online information. This may incentivize 
candidates and other relevant parties to use the ‘liar’s dividend’ 
and claim that legitimate recordings or pictures are AI-generated. 
This is likely to result in a general decrease in trust in information, 
making the job of spreading accurate information for EMBs more 
difficult. Additionally, there is evidence that excessively worrying 
people about the spread of disinformation is unlikely to decrease 
their susceptibility to it while potentially increasing their willingness 
to support restrictions on the freedom of expression (Jungherr and 
Rauchfleisch 2024).

It is worth noting that, due to the general public’s adoption of AI 
chatbots, it is conceivable that voters could ask chatbots such as 
ChatGPT and Gemini questions about elections, such as when they 
will take place, where one can vote, and if they are safe and secure. 
As in the case of voters using search engines for this purpose, this 
use of chatbots raises concerns about information accuracy. Since 
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not all LLM chatbots have Internet access, and they are often trained 
on outdated information, coupled with their tendency to hallucinate, 
it is conceivable that these chatbots could provide incorrect 
information about voter eligibility and the logistics of elections. In 
some cases GenAI platforms have announced plans to partner with 
authoritative sources of election information that they can direct 
users with questions to, but the effectiveness and scope of these 
plans, especially outside the USA, are still unknown (OpenAI 2024). 

3.2. POLITICAL ORGANIZATIONS

Political campaigns in various countries have been using data 
science and machine learning techniques as a part of their strategies 
for some time, with several prominent recent examples being Barack 
Obama’s 2012 US presidential campaign’s use of data science for 
organizing and fundraising, the 2016 Cambridge Analytica scandal 
in the United Kingdom and the USA, and increasing usage in Indian 
elections (Dommett 2019; Varna 2019).

Political organizations are likely to use AI for various tasks, some 
of which may be important to EMBs. There is evidence that highly 
personalized microtargeting for political advertising may be more 
effective than generic advertising on social media platforms 
(Simchon, Edwards and Lewandowsky 2024). Campaigns and other 
political organizations may use AI to develop specific advertising 
targeting individuals or small groups of the population to influence 
their voting behaviour. In countries where EMBs are responsible for 
monitoring campaign communications, this may drastically increase 
the workload for EMBs, with campaigns using AI to generate more 
versions of the same advertisement. EMBs may have to rethink their 
processes around campaign advertising reporting and monitoring. 
Given the possibility of GenAI models hallucinating or producing 
false information, the risks of these advertisements may increase, 
especially when organizations use fully automated systems. Political 
organizations may knowingly use GenAI to develop and spread 
disinformation. Addressing these issues may require more EMB 
regulation and oversight and, in some cases, partnerships with other 
government agencies or changes in EMB mandates.
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Other forms of public-facing AI strategies on the part of campaigns 
may also be relevant for EMBs. Political candidates around the 
world have already used GenAI to create deepfakes of themselves 
giving speeches or speaking in foreign languages (Calma 2023; 
Zhuang 2024). For EMBs responsible for monitoring campaign 
communications, this kind of AI usage may raise complex questions 
around definitions of misinformation or misleading communication. 
Campaigns in various countries, including Indonesia and Pakistan, 
have begun to create fine-tuned chatbots that mimic candidates or 
provide information for voters to interact with (Parkin and Bokhari 
2024; Rayda 2024). These chatbots present similar problems to those 
posed by general chatbots, in that the responses to users’ election-
related questions may suffer from inaccuracies.

Political organizations are likely to use AI for a variety of other 
campaign tasks, such as speech/content writing, resource allocation, 
strategy organization, internal analytics and crowdsourcing of policy 
positions. On some occasions these AI use cases may impact the 
work of EMBs. For example, campaigns may use AI to build better 
data analytics capabilities, helping them decide where to focus their 
efforts when advertising, knocking on doors or hosting events. For 
EMBs with mandates to protect the data privacy rights of voters, the 
use of AI, which generally requires larger data sets compared with 
traditional statistical methods, may raise concerns. Additionally, 
if these methods are successful, this may impact turnout rates, 
requiring EMBs to reconsider resource allocation at polling sites or in 
different geographies. 

3.3. SECURITY THREATS TO ELECTION SYSTEMS

Electoral systems and EMBs have long been targets of cyberattacks 
(Van der Staak and Wolf 2019). Although there are many 
cybersecurity threats to EMBs and other agencies responsible 
for elections, in this Report we focus exclusively on the area 
where advances in AI may exacerbate the problem in the short 
term—namely, through higher-quality phishing attempts. Although 
advances in AI are likely to improve the quality of malware and 
exploit development techniques, the primary near-term risk of AI for 
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EMB-related cybersecurity is an advance in the quality of phishing 
(National Cyber Security Centre 2024). 

Hackers targeting elections often use social engineering (i.e. 
tactics to manipulate, influence or deceive victims) to gain access 
to private systems, commonly through phishing attacks. Phishing 
involves deceiving recipients into believing that communications 
are from trusted sources and leveraging that deception to have 
victims communicate sensitive information or download harmful 
files. In the past, widescale phishing attempts have generally 
been low-quality, given the time commitment required to create 
high-quality fraudulent communications when targeting specific 
individuals (commonly known as spear phishing). Much like in the 
case of disinformation, generative AI makes the process of finding 
potential victims and generating high-quality content substantially 
more efficient, potentially increasing the odds of success (Norden 
and Ramachandran 2023). Fine-tuning language models by using 
previous official communications or feeding them information about 
the structure of election offices could result in the generation of 
highly convincing and legitimate-seeming outputs (Gupta et al. 2023). 

AI is likely to exacerbate text-based phishing, which is the most 
common, as well as bolster newer forms of phishing, such as 
voice-mimics and phone calls of senior officials (Cybersecurity and 
Infrastructure Security Agency 2024). Successful phishing attempts 
may result in election officials divulging confidential data or giving 
attackers access to key systems, such as EMB websites, voter data 
sets, registration databases or even election results. 

Additionally, EMBs that provide platforms where constituents can 
submit complaints or requests for information to officials may be 
vulnerable to AI-based information flooding. For example, EMBs 
that operate a system for voters to submit issues at polling places 
may receive realistic, but false, AI-generated statements. A flood 
of such issues could overwhelm technical systems designed to 
deal with small numbers of complaints, crowd out actual issues at 
polling places or result in EMBs making decisions based on false 
information. 
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3.4. PATHS FORWARD

Below, we offer a series of recommendations for EMBs and other 
relevant parties to address some of the concerns discussed in this 
section. It is worth noting that, in almost all cases, advances in AI are 
simply exacerbating existing areas of concern for EMBs, and the best 
mitigation methods involve enhancing existing security practices. 

1.	 EMBs should work closely with local officials and community 
interest groups to identify the spread of misinformation around 
elections. EMBs should set up methods for reporting election 
misinformation to the EMB and other government agencies. 

2.	 EMBs should have a verified presence on major platforms to 
combat the spread of misinformation and should be quick to 
respond to instances of misinformation. EMBs should amplify 
accurate and informative content around elections.

3.	 If it is within their mandate to do so, EMBs should proactively 
engage with major social media and GenAI platforms to make 
the necessary resources available to pre-bunk and debunk 
electoral misinformation. They should also work to make electoral 
information available in machine-readable formats such that 
platforms can easily integrate correct and accurate information 
into user-facing content.

4.	 EMBs should cooperate with other government agencies, such 
as communications regulators and cybersecurity agencies, 
to prevent the proliferation of disinformation and to hold the 
responsible parties accountable, including by preventing call/
number spoofing, as well as regulating robocalls and the use of AI 
deepfakes on communication networks.

5.	 EMBs should strengthen existing cybersecurity practices 
through the use of anti-phishing tools, staff training, multifactor 
authentication, and other forms of collaboration with 
cybersecurity agencies and experts. EMBs should mandate 
similar measures for election technology vendors. 
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6.	 EMBs should work with, and hold accountable, GenAI platforms 
to prevent the use of their tools for spreading election-related 
misinformation. Steps could include everything from regulating 
the use and development of GenAI tools to providing platforms 
with accurate information regarding election logistics. EMBs 
should require GenAI platforms to have transparent guidelines 
about how their tools can be used for political events, and how 
those rules will be enforced. 

7.	 EMBs should hold social media platforms accountable and 
ensure that appropriate moderation decisions are being made in 
accordance with domestic and international norms and laws.

8.	 EMBs should inform political organizations of potential 
information-related threats and hold parties accountable for 
their use of AI. Possible actions include mandating that AI usage 
for political purposes is made transparent and that political 
organizations are barred from spreading disinformation about 
election-related logistics.

9.	 EMBs should specifically consider the impact of AI across all 
of these mitigation strategies with a focus on marginalized 
communities, who are especially targeted in disinformation 
campaigns and most vulnerable to the perpetuation of biases by 
AI models.
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The legal landscape around AI use is still developing, with a variety of 
approaches being considered and implemented in different countries. 
In this chapter we offer a brief discussion of some AI regulatory 
frameworks and how they could impact the work of electoral 
authorities.

4.1. EU AI ACT

The EU AI Act2 focuses on regulating the development and use of 
AI systems in EU member states. The AI Act was endorsed by the 
European Parliament in March 2024, with its application starting 
gradually from 2024 onwards (Chee 2024).

Most research on the AI Act focuses on the implications of 
the regulation for private companies, but the use of AI by EU 
governments is also covered by its rules. In this section we 
focus on the potential regulatory implications of the AI Act on 
the implementation of AI systems by EMBs and other electoral 
authorities.

The AI Act takes a risks-based approach to the regulation of AI 
systems, categorizing use cases based on four levels of risk—
unacceptable, high, limited and minimal. 

2	 As of the time of writing, the AI Act is not yet in force. This Report should be taken as a 
preliminary view of the Act’s potential implications for the use of AI within EMBs in EU 
member states.
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Many use cases of AI for electoral management are likely to fall 
into the high-risk category, which covers systems used for the 
‘administration of justice and democratic processes’, including ‘AI 
systems intended to be used for influencing the outcome of an 
election or referendum or the voting behaviour of natural persons 
in the exercise of their vote in elections or referenda. This does not 
include AI systems whose output natural persons are not directly 
exposed to, such as tools used to organise, optimise and structure 
political campaigns from an administrative and logistic point of view’ 
(European Parliament and Council of the European Union 2024: 40, 
40a).

It is worth noting that the AI Act prohibits (with some exceptions, 
including for national security purposes) the use of AI systems with 
unacceptable risk. Relevant for EMBs using and regulating AI, this 
prohibition includes the following:

•	 deploying subliminal, manipulative or deceptive techniques to 
distort behaviour and impair informed decision making, causing 
significant harm;

•	 compiling facial recognition databases through the untargeted 
scraping of facial images from the Internet or CCTV footage; and

•	 real-time remote biometric identification in publicly accessible 
spaces for law enforcement (with some exceptions).

The AI Act mostly regulates the providers of high-risk systems, which 
may be either election technology vendors or EMBs themselves. 
It also regulates so-called deployers, which would include EMBs 
using both internally and externally developed AI. For high-risk 
systems, some requirements for providers include establishing 
risk management systems, conducting data governance, allowing 
for human oversight, and achieving appropriate levels of accuracy, 
robustness and cybersecurity; for deployers of high-risk systems, 
some requirements include assigning human oversight to qualified 
people, monitoring and operating the system according to the 
usage instructions and informing providers about issues (European 
Parliament and Council of the European Union 2024).

Many use cases 
of AI for electoral 

management are likely 
to fall into the high-

risk category.

50 ARTIFICIAL INTELLIGENCE FOR ELECTORAL MANAGEMENT



The AI Act’s risk-based framework offers a helpful way for EMBs to 
navigate the prospect of implementing AI for electoral processes. 
Examining how serious the risks of an AI use case may be (e.g. 
impacting electoral outcomes or simply making an existing process 
more efficient) and taking the proposed steps for that level of risk, 
including analysing the necessity and proportionality of the use 
case, may be a good starting point. For high-risk systems, the AI 
Act’s requirements of ensuring human oversight, carrying out model 
performance audits and conducting data governance are key ways to 
mitigate some of the concerns associated with AI implementation. 

4.2. US ARTIFICIAL INTELLIGENCE EXECUTIVE 
ORDER

Another potentially relevant piece of regulation is the US 
Government’s Artificial Intelligence Executive Order (AI Executive 
Order) (United States of America 2023). The AI Executive Order 
covers the use of AI by US Government authorities, and as a result it 
could impact the use of AI for electoral management within the USA. 
In particular the AI Executive Order includes provisions to:

•	 direct federal agencies to develop and use tools to verify the 
authenticity of government communications;

•	 evaluate and strengthen how federal agencies procure and use 
commercial data sets, and strengthen privacy guidance; 

•	 issue guidance for federal agencies’ use of AI, including on how to 
protect rights and safety; and

•	 address civil rights and civil liberties violations relating to AI usage 
in the private and public sector.

It is worth noting that the AI Executive Order is not US legislation; 
rather, it is an executive directive focused mostly on allocating federal 
resources and clarifying the enforcement of existing laws in the 
context of AI. The USA, like many other countries, is in discussions 
regarding comprehensive AI legislation akin to the AI Act that could 
further impact the work of electoral authorities.
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4.3. BRAZILIAN ELECTORAL COURT REGULATIONS

Potentially relevant are the recent electoral regulations adopted by 
Brazil’s Superior Electoral Court (Conceição 2024). This is a rare 
example of AI regulation specifically tailored to elections. Much of 
the regulation covers the use of AI for political campaigning, requiring 
that:

•	 campaigns clearly watermark all AI-generated electoral campaign 
content;

•	 fabricated or manipulated content for misinformation purposes is 
completely prohibited;

•	 misinformation that could harm electoral integrity is completely 
prohibited; and

•	 campaigns do not create deepfakes or chatbots to emulate 
interactions between candidates and the public.

The regulations require that platforms that host or broadcast 
electoral content adopt measures to prevent the spread of any of 
these violations. 

4.4. AI REGULATION IN OTHER COUNTRIES

Several other countries, including Argentina, Canada, Chile, Colombia, 
India, Japan, New Zealand, Peru, Singapore and many more, either 
have passed AI-related guidance or are in the process of developing 
AI-related regulations (IAPP 2024). Many of these regulations take 
risk-based approaches, focusing on the highest-risk AI use cases in 
both the public and private sectors. It is likely that, in many countries, 
many EMB-related AI use cases, as well as many third-party use 
cases that will affect EMBs, will fall into higher-risk categories given 
their potential impact on democracy. 
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This Report provides a broad overview of the AI-related opportunities 
and challenges for elections. It illustrates EMBs’ potential to use 
AI to improve electoral processes across the entire electoral cycle, 
including for voter registration, election planning, civic education, 
campaign and media monitoring, voting operations, polling place 
monitoring, vote tabulation and results analysis. EMBs considering 
rapid implementation of AI may also look to the use of generalist 
GenAI tools for employees, such as using Microsoft’s Copilot, for help 
with drafting or summarizing emails and content. 

Although many of these use cases are promising, they all raise 
concerns. In practice, the technical difficulty in implementing, 
monitoring and maintaining some AI systems, as well as the 
unreliability of many models, poses serious questions regarding 
the ability of EMBs to deploy and manage AI while also maintaining 
electoral integrity. Reliability concerns have possible ethical 
implications, with AI use potentially raising issues of bias and 
discrimination, especially for historically marginalized communities. 
AI use may decrease public trust in elections, especially when it 
requires increased surveillance, potentially causing a chilling effect 
for human rights.

EMBs considering the use of AI should focus on the principles of 
necessity, data minimization and proportionality, paying specific 
attention to the costs and benefits of using AI in place of existing 
practices. Implementing strong standards of transparency, 
cybersecurity, testing, auditing and human oversight may help 
mitigate some of the concerns with AI usage, but EMBs considering 
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implementation should start by focusing on use cases with the 
lowest potential risks. In almost all cases, EMBs should first focus 
on building the infrastructure, technical expertise and ethics/auditing 
practices required to safely use AI before procuring or developing it.

For the use of AI by non-EMB actors, it is critical that EMBs develop 
plans to respond to the ways AI could impact electoral management. 
For example, it is likely that EMBs will see an uptick in both the 
quantity and quality of election-related misinformation. Although 
AI may not drastically alter the misinformation landscape, it could 
further complicate trust in electoral processes, and EMBs should take 
steps to combat misinformation, especially disinformation targeting 
marginalized communities, including by working with local officials, 
community groups, GenAI companies and social media platforms. 

Political campaigns and organizations are likely to use AI to influence 
elections for generating content/advertising, data analytics and 
other campaign tasks. For EMBs whose mandates include the 
monitoring of political organizations, EMBs should work with other 
government agencies to limit disinformation from campaigns, require 
watermarking of AI-generated content and consider the privacy 
implications of campaigns’ AI use.

EMBs should be aware of the increased cybersecurity threat posed 
by AI, both when implementing AI and in its use by external actors. 
In particular, EMBs should be prepared for higher-quality phishing 
attempts that use GenAI to manipulate people into sharing internal 
information. Working closely with cybersecurity experts, following 
existing recommended cybersecurity practices and training 
employees on this threat are all steps worth considering. 

EMBs should work closely with their governments to understand 
the implications of various regulatory frameworks and how they 
may impact the work of EMBs. For example, EMBs considering AI 
implementation within the EU may have their use cases fall into 
the ‘high-risk’ category, requiring them to meet higher standards of 
transparency, accountability and human oversight than for other 
technologies. EMBs may have to amend their own mandates and 
regulatory structures in order to preserve their ability to ensure 
electoral integrity. 
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Finally, as AI and the regulation of AI are rapidly evolving fields, EMBs 
should consider this Report as a broad, non-comprehensive overview 
of the role AI could play in their elections. EMBs should keep abreast 
of AI development, opportunities and risks, and collaborate closely 
with experts within and outside of government to continuously 
update their understanding of the landscape. With this Report we 
hope to offer a starting point for those discussions.
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Annex A. Key terms

Below, we offer some explanations of technical and non-technical AI-related 
terms for the purposes of this Report. These are not meant to be comprehensive 
definitions, but rather to help this Report’s audience understand the text.

Term Explanation

Accuracy A measurement of what percentage of inputs a model classifies 
correctly.

Deep learning Used to reference a subset of machine learning that uses multilayered 
neural networks, generally of large size, with large data sets, to 
accomplish prediction tasks. Most mainstream examples of recent 
advances in machine learning, such as large language models, fit into 
this category.

Discriminative AI Refers to a subset of machine learning where models are used to 
classify or separate data. LLMs used to classify text as ‘positive’ or 
‘negative’ sentiment are examples of discriminative AI.

Fine-tune and 
transfer learning

A process in which deep learning models can be specialized for 
a specific task while still maintaining knowledge from their initial 
training. For example, one can use an LLM for the specific purpose of 
classifying social media posts as discussing elections by fine-tuning it 
with a labelled data set of posts that do and do not discuss elections.

Generative AI Refers to a subset of machine learning where models are used to 
generate content, often text, video or audio. LLMs used as chatbots are 
examples of generative AI.

Interpretability Refers to people’s ability to understand how a model makes decisions. 
For example, linear regression is a generally interpretable model, as 
one can easily understand the coefficients the model applies to each 
factor. With a multilayered neural network, on the other hand, it is 
much harder to interpret why specific inputs lead to the corresponding 
outputs.

Large language 
models

Refers to recent deep learning advances in the field of natural language 
processing, mostly due to the development of transformer architecture, 
which has resulted in models trained on large swathes of text. LLMs, 
such as ChatGPT, LLaMA and Gemini, can be used for generating, 
interpreting and classifying text.

LLM 
hallucination

Describes the tendency for many LLMs to confidently make up 
information in response to text queries.
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Term Explanation

Machine learning Used to describe more recently developed technical methods such 
as neural networks, transformers and boosting/bagging methods. In 
many cases these methods are used for prediction, which involves 
making decisions based on data rather than explaining previous data.

Supervised 
learning

A subset of machine learning where training data sets are labelled 
such that the model is learning to associate inputs with specific 
outputs. An example would be developing a model to convert 
handwriting to text by training it with a data set of handwriting samples 
and their text equivalents.

Traditional 
statistical 
methods

Used to describe long-used statistical methods such as linear and 
logistic regressions. In many cases these methods have been used for 
inference, or formalizing the understanding of data.

Unsupervised 
learning

A subset of machine learning where training data are unlabelled, 
and the goal of the model is to find patterns in the data. An example 
would be developing a model that groups together similar handwriting 
samples.
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